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Abstract. Requirements elicitation is the process through which engineers 
interact with information sources to acquire knowledge about a specific domain. 
In the early stages of software projects, it is uncommon for engineers to elicit 
non-functional requirements (NFRs) as first-class requirements, as this often 
demands time and articulation that stakeholders may not readily provide. Large 
Language Models (LLMs), such as ChatGPT, trained on massive textual datasets, 
offer a promising opportunity to support this process by generating coherent and 
context-relevant information about qualities that are key to a given domain 
problem. In this study, we explore the potential of ChatGPT as an information 
source for eliciting NFRs related to responsible fact-checking in journalism. 
Using a previously constructed reference model—developed by the first co-
author during a series of Design Thinking sessions with journalism 
professionals—as a gold standard, three requirements engineering experts, none 
of whom were familiar with the domain, conducted individual chat sessions with 
ChatGPT and independently constructed Softgoal Interdependency Graphs 
(SIGs). Our findings go beyond a simple comparison with the gold standard. 
While some softgoals consistently emerged across sessions (e.g., trust, accuracy, 
transparency), participants also uncovered quality concerns such as integrity, 
dignity, and fairness—elements not explicitly included in the original model. 
These highlight risks that fact-checking practices must proactively mitigate and 
offer a broader understanding of relevant qualities in the domain. Additionally, 
the absence of certain softgoals from the LLM-generated models underscores the 
importance of human–AI collaboration to improve the completeness and 
contextual richness of SIGs. 

Keywords: Non-Functional Requirements, Large Language Models (LLMs), 
Responsible Fact-Checking, Elicitation. 

1 Introduction 

Requirements elicitation, especially the elicitation of NFRs, is crucial in the field of 
requirements engineering. For years, several authors have pointed out that NFRs should 
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be considered as first-class requirements. However, there are few methods to elicit 
them. One of the most explored methods is the NFR framework proposed by Chug et 
al. [1], which in its notation proposes to model NFRs with a top-down strategy, meaning 
starting from the qualities of desired software to decompose the abstraction level of a 
quality until reaching operationalizations that allow its satisfaction.  

Although this notation has facilitated the creation of the models called SIG, which 
are reusable as demonstrated by the transparency catalog [2], they are still scarce. 
Furthermore, creating catalogs assumes that the requirements engineer has obtained 
information from stakeholders or other sources. Herein lies the central problem: 
stakeholders do not always find it easy to articulate qualities, which is why catalogs 
support them. 

Textual information sources are invaluable for constructing catalogs. Historical data 
from one or multiple projects within a domain, as well as requirement-related content 
available online [3], such as GitHub projects or application reviews [4][5], offers rich 
insights into user needs, making it possible to identify NFRs. Although explicitly stated 
NFRs may be few, Big Data analysis can yield sufficient instances to anticipate the 
necessary qualities in a specific domain.  

While these textual sources have been widely explored using NLP techniques in 
requirements engineering, primarily for extracting and analyzing functional 
requirements, working with large volumes of unstructured data typically demands 
extensive preprocessing and considerable computational resources. In this context, 
LLMs offer a promising alternative to support the retrieval of relevant information 
about domain-specific qualities. However, a key challenge in relying on LLMs lies in 
ensuring the reliability, consistency, and contextual relevance of the information they 
generate. 

In this study, we explore the potential of LLMs, specifically ChatGPT, as a source 
of domain knowledge to support the early elicitation of NFR related to responsible fact-
checking in journalism. This practice refers to the ethical and systematic verification of 
information before its dissemination, and it plays a central role in combating 
misinformation and preserving the credibility of news organizations. However, due to 
its domain-specific nature, it can be difficult for requirements engineers, especially 
those without prior knowledge of journalism, to elicit relevant NFRs in the early stages 
of a project. In the context of responsible fact-checking, the expected NFRs include 
qualities such as accountability, inmediacy, newsworthiness, transparency, trust, 
compliance, care and completeness, which are crucial for ensuring ethical and effective 
verification practices 

To investigate this, three requirements engineering specialists with extensive 
experience in NFR modeling participated in the study. Notably, none of them had prior 
knowledge of the journalistic context, which allowed us to examine how effectively an 
LLM can assist experts in approximating the knowledge embedded in a domain-
specific model. This reference model, constructed over several months by the first co-
author familiar with the domain, is the gold standard for comparison. 

This paper is structured as follows: Section 2 reviews related work. Section 3 details 
the protocol followed by three requirements engineering experts to elicit information 
from ChatGPT. Section 4 presents the results by comparing the resulting SIGs with the 
gold standard. Section 5 discusses the insights gained from this exercise, and section 6 
concludes this paper and outlines directions for future research. 



 
  

2 Related Works 

Ronanki et al. [6] discuss the potential, limitations, and challenges of using LLMs to 
generate requirements. The study compares requirements generated by ChatGPT and 
humans, and its results demonstrate that ChatGPT produces high-quality requirements 
(highly rated in terms of being Abstract, Atomic, Consistent, Correct, and 
Understandable) despite ambiguity and feasibility. 

Chen et al. [7] define prompts to generate goal models using GPT-4 and evaluate 
such prompts through experiments. The results obtained are promising, considering the 
knowledge retention of GPT-4, although the modeled elements are abstract and have 
syntactic and semantic errors. 

Marczak-Czajka and Cleland-Huang [8] define prompts to generate user stories 
with human values as creative triggers for stakeholders in the requirements elicitation 
process. An experimental study with students was conducted, and its findings showed 
the potential of GPT for this activity. GPT can facilitate eliciting and specifying well-
structured and meaningful human value stories for software products. 

Although our paper also explores the potential of LLMs, it differs from prior works 
[6][7][8] in that we use ChatGPT to support experts in eliciting knowledge for softgoal 
modeling rather than relying on the LLM to generate softgoal models, requirements, or 
user stories directly. To the best of our knowledge, few studies have investigated LLM-
assisted modeling [9][10], and none have specifically addressed the modeling of NFRs 
using knowledge extracted from LLMs. Another distinction is that we are not (yet) 
focused on prompt engineering to maximize information retrieval; instead, we analyze 
whether ChatGPT can provide relevant and meaningful insights regardless of the 
specific prompt used. This positions our work within a different scope—less about 
generating complete artifacts and more about uncovering foundational quality attributes 
to inform the modeling process. 

3 Case Description  

This study investigates how LLMs, particularly ChatGPT, can assist requirements 
engineering experts in eliciting NFRs for responsible fact-checking in journalism. The 
case focuses on comparing expert-generated SIGs with a pre-established gold standard, 
developed over several months through Design Thinking workshops with journalists. 

Participants were asked to manually construct a SIG addressing quality concerns 
relevant to journalistic fact-checking based on the information gathered from ChatGPT. 
While no specific elicitation or modeling method was imposed, a set of constraints was 
defined to ensure consistency across their approaches: 

- They were restricted to using only two information sources: the German Press 
Code [11] which was provided to participants as a static reference document (not 
uploaded to ChatGPT), and ChatGPT 3.5 accessed through a free account. 
ChatGPT was selected due to its broad accessibility and the absence of domain-
specific fine-tuned alternatives readily available at the time of the study. 

- Each participant was allowed to ask ChatGPT a maximum of seven questions. 
The limit of seven questions per participant was set to simulate the constraints 



  

typically faced in early-stage elicitation when time or access to domain experts 
is limited. 

- The resulting SIGs were not required to include operationalizations. 
 It is important to note that we chose ChatGPT in its base form because its web-scale 

training captures both formal guidelines and real-world discussions about fact-checking 
qualities. This broad coverage contrasts with specialized corpora, which focus only on 
normative aspects, and allowed us to explore whether an out-of-the-box LLM could 
surface relevant qualities without fine-tuning or RAG (Retrieval-Augmented 
Generation). 

Once the SIGs were completed, each participant filled out a comparison table to 
identify similarities and differences with the reference model. This allowed us to 
analyze how well a language model can help experts approximate the knowledge 
embedded in a domain-specific model developed over several months by the fourth co-
author. This gold standard was created through Design Thinking sessions in a 
newsroom setting [12], where journalists, editors, and social media managers 
articulated their need for a tool — potentially AI-assisted — to conduct responsible 
fact-checking. 

4 Results 

The artifacts generated in this experiment include three chat transcripts with ChatGPT 
and three SIGs on Responsible Fact-Checking [13]. 

As this paper focuses on exploring the potential of LLMs to support the early 
elicitation of non-functional requirements, the author of the gold standard reviewed 
each SIG produced by the other participants. This review aimed to identify which 
softgoals were absent from the gold standard and to reflect on why certain qualities may 
have been overlooked or emphasized differently across the various SIGs. 

4.1 NFR Models 

Table 2 compares the three SIGs generated by the participants and the reference model. 
Each model reflects a different elicitation strategy and interpretation of the information 
retrieved through ChatGPT. Table 3 provides a side-by-side comparison of the 
softgoals identified in the participant SIGs and the gold standard, highlighting 
overlapping and novel elements. 

4.2 Key Contributions and Gaps Identified in Participant SIGs 

The SIGs generated with ChatGPT successfully captured a significant portion of the 
domain knowledge, especially regarding Accuracy, Transparency, and Trust. Notably, 
Transparency was represented in the participants' models through refined subtopics 
such as Process, Methods, and Sources. These distinctions are valuable as they can 
facilitate the auditing of the fact-checking process and contribute to strengthening 
reader trust. The relationship between Trustworthy and Solidibility also emerged as 
important. The latter provides a stronger foundation for trust by emphasizing that 
evidence must be traceable, replicable, and well-founded. 



   

Table 2. SIGs Comparison 

Gold1 P1 P2 P3 

├── Feeling of Success [journalist’s professional experience] 
│   └── Immediacy [fact-checking responsiveness] 
│       ├── Trust [audience perception of fact-checking] 
│       │   ├── Clear-sighted trust [fact-checkers judgment] 
│       │   ├── Completeness [fact-checking effort] 
│       │   │   ├── Confidence [fact-checking process] 
│       │   │   │    └── Stability [journalistic work] 
│       │   │   │      └── Valuable [fact-checker’s effort] 
│       │   │   │         └── Successful [impact on public] 
│       │   │   └── Care [involved parties] 
│       │   └── Transparency [fact-checking process] 
│       │       └── Accuracy [information verified] 
│       ├── Newsworthiness [fact-checking criteria] 
│       ├── Reliable Sources [journalistic input sources] 
│       ├── Truthful Sources [journalistic input sources] 
│       └── Compliance [legal and ethical standards] 
│      
├── Accountability [Journalistic responsibility] 
│   ├── Accountability [Personal] 
│   ├── Accountability [Company] 
│   └── Completeness [fact-checking effort] 
│       ├── Confidence [fact-checking process] 
│       │    └── Stability [journalistic work] 
│       │       └─ Valuable [fact-checker’s effort] 
│       │          └── Successful [impact on public] 
│       └── Care [involved parties] 
 

Credibility [Press] 
├── Responsible [use of info] 
├── Responsible [correction] 
├── Responsible [fact-checking] 
│   ├── Fairness 
│   │   ├── Respectful [diversity] 
│   │   ├── Respectful [human dignity] 
│   │   └── Respectful [privacy] 
│   ├── Objectivity 
│   │   ├── Unbiased 
│   │   │   ├── No sensationalism 
│   │   │   └── No personal or political bias 
│   │   └── Balanced [multiple views] 
│   ├── Accuracy [info] 
│   │   ├── Reliable [info] 
│   │   ├── Reliable [sources] 
│   │   └── Trustworthy [info] 
│   ├── Transparency 
│   │   ├── Transparency [process] 
│   │   ├── Transparency [sources] 
│   │   ├── Transparency [editings] 
│   │   └── Transparency [sanctions] 
│   ├── Accessibility 
│   │   ├── Understandable [language] 
│   │   └── Availability [format] 
│   ├── Independence 
│   │   ├── Independence [editorial] 
│   │   └── Independence [financial] 
│   └── Timely 
│       ├── Efficience [process] 
│       └── Efficience [cross-referencing] 

Responsible [Fact-checking] 
├── Accuracy 
│   ├── Thoroughness 
│   ├── Impartiality 
│   ├── Independence 
│   └── Accountability 
├── Timeliness 
│   ├── Efficiency 
│   ├── Readiness 
│   ├── Prioritize 
│   ├── Availability 
│   └── Collaborative 
├── Auditability 
│   ├── Evaluability 
│   ├── Traceability 
│   ├── Clarity 
│   ├── Accessibility 
│   └── Consistency 
│       ├── Ethically 
│       ├── Uniformity 
│       └── Objectivity 
 

Responsibility [Fact-checking] 
├── Accuracy [Fact-checking] 
├── Impartiality [Fact-checking]   
├── Solidibility [Evidence] 
├── Transparency [fact-checking] 
           ├── Transparency [Process]   
           ├── Transparency [Methods]  
           ├── Transparency [Sources]  
├── Integrity [Fact-checking]  
          ├── Integrity [Involved parties] 
                    ├── Fairly [Fact-checked conclusions] 
                    ├── Accuracy [Fact-checked conclusions] 
├── Dignity [involved parties] 
          ├── Fairly [Fact-checked conclusions] 
          ├── Accuracy [Fact-checked conclusions] 
 
 
 

 
1 SIG model available upon request from the corresponding author. 

 



  

Table 3. How Participant Models Complement and Expand the Gold Standard for Responsible 
Fact-Checking 

 
In addition to capturing core qualities, the participants’ SIGs introduced several 

new softgoals that could enrich the gold standard. Fairness (P1, P3), Objectivity (P1), 
and Independence (P2) were proposed as fundamental to the ethical foundation of fact-
checking, directly influencing public perception and acceptance of verified content. 

P1and P2 also emphasized process- and norm-oriented softgoals such as 
Auditability, Traceability, Clarity, Evaluability, Understandability, and Accessibility, 
which provide internal guarantees for responsible verification practices. Many of these 
qualities are already organized and supported in the TSIG framework [2]. 
      P3, in turn, introduced ethical and human-centered values, including Integrity, 
Dignity, and Fairness, highlighting the importance of respectful treatment of 
individuals involved in fact-checking processes.  



 
  

However, some key softgoals from the gold standard were missing or 
underrepresented in the participants’ models, such as Feeling of Success, 
Completeness, and Valuable [fact-checker’s effort]. This highlights the experiential and 
context-driven nature of the gold standard, which was shaped through co-design 
sessions with journalists as they articulated their expectations for what a Responsible 
AI tool should provide in the fact-checking process. 

The incorporation of new softgoals identified through LLM-supported elicitation, 
such as fairness, objectivity and independence, warrants further discussion. While these 
qualities are relevant, their integration into the gold standard requires careful validation 
to ensure they align with domain-specific priorities and are not merely general ethical 
ideals detached from journalistic practice. 

5 Conclusion 

The results highlight the inherently subjective nature of NFR catalogs and reinforce the 
need to involve both NFR experts and domain specialists. This study shows that 
completeness can be improved by comparing and complementing different model 
versions, as done here with the three participant-generated SIGs. 

While the Design Thinking workshops followed a user-centered approach with 
news professionals, they may have overlooked the expectations of news consumers, 
such as demands for transparency. This aligns with Michael Jackson’s insight that 
understanding requirements involves engaging with the problem world, not just the 
system-to-be[14]. 

Future work in journalism could explore integrating LLMs into co-design 
sessions, where their suggestions can be refined through human input. Furthermore, 
LLMs could help not only elicit high-level qualities but also propose 
operationalizations, supporting the balancing of competing demands like accuracy and 
timeliness in news production[15]. 

In requirements engineering, future research could focus on methodological 
aspects, such as refining prompts and collaborative review processes, to develop more 
systematic approaches for integrating LLMs into NFR elicitation workflows. This study 
highlights the potential of LLMs to support early NFR elicitation and the critical role 
of human judgment in ensuring contextual relevance and completeness. 
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